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USING AND EVALUATING RESAMPLING
SIMULATIONS IN SPSS AND EXCEL*

The power of computing technology has increased at an astounding rate in
the last decade. Today, the personal computer plays a key role in most intro-
ductory statistics courses, freeing students from “computational drudgery” as
well as enabling a sharper instructional focus on data analysis and the inter-
pretation of statistical results. Computers have also come to play an important
role in teaching statistical concepts through simulations. Despite the increased
popularity of computer-based statistical simulations, there have been few em-
pirical evaluations of their effectiveness. In this paper, | describe and evaluate
three computer-assisted simulations developed for use with SPSS and Micro-
soft Excel. The simulations are designed to reinforce and enhance students’
understanding of sampling distributions, confidence intervals, and significance
tests. Results of the evaluation reveal that these simulations can help improve
students’ comprehension of some of the most difficult material they encounter
in the introductory social statistics course.
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COMPUTING IN THE freeing students from “computational

STATISTICS CLASSROOM

IN THE NOT-SO-DISTANT PAST, students
needed to learn to compute statistics such as
correlation and regression coefficients by
hand because the computational power to do
so was not widely available. However, as a
result of the diffusion of personal computer
technology and the tremendous growth in
processing power over the last 15 years,
statistical software applications such as
SPSS and SAS are now widely used in in-
troductory undergraduate statistics courses,
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drudgery” so that they can concentrate on
matters of data analysis and interpretation of
statistical results (Laviolette 1994). In turn,
this trend has encouraged the ongoing para-
digm shift among statistics educators from a
formula-based approach toward a more con-
ceptual, hands-on pedagogy. In a recent
report on statistics education, the Mathe-
matical Association of America called for
“more data and concepts; less theory, fewer
recipes” (Moore 1999:xiv). In addition to its
role in automating computations, the com-
puter is also an important instructional tool
for teaching students how to analyze data.
Many methods and statistics textbooks
(e.g., Babbie 2003; Schutt 2001) now incor-
porate activities employing sample social
science datasets and/or student versions of
data analysis software such as SPSS. In
learning to analyze data and interpret re-
sults, students gain skills useful both in the
marketplace and in graduate school.

Yet another way in which the personal
computer plays an important role in the
statistics classroom is through simulations.
Computer-based simulations differ from the
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computer uses outlined above because they
are typically used to teach concepts rather
than to automate computations or teach stu-
dents how to analyze data. For example, a
computer simulation might display an ani-
mation demonstrating the cause-and-effect
relationship between sample size and the
standard deviation of a sampling distribu-
tion. Several recent introductory statistics
textbooks (Hurlburt 1998; Moore 1999)
come with CDs containing at least a few
computer simulations. Other texts (Doane,
Mathieson, and Tracy 2001; Velleman
2002) revolve around a series of computer
simulations. Dozens of statistical simula-
tions are available for public use on the
World Wide Web (Lane 2000; West n.d.).
Despite the widespread availability of
these tools, their instructional effectiveness
has rarely been assessed. A recent review of
the literature found 48 journal articles in
disciplines including statistics, sociology,
and psychology that recommended the in-
structional use of computer simulations
(Mills 2002). However, only two articles
actually evaluated the impact of simulations
on student outcomes. The first evaluation
was conducted by Weir, McManus and
Kiely (1990), who designed simulations to
teach undergraduates about several con-
cepts, including the standard error of the
mean and the F distribution. Their simula-
tion allowed students to vary input parame-
ters and see the resulting changes in the
outcome of the experiment. For example,
the simulation illustrating the standard error
of the mean allowed students to change the
sample size and monitor changes in the sta-
tistic. The researchers assessed the effec-
tiveness of their simulations by including
open-ended questions on a course assess-
ment, concluding that the simulation was
particularly beneficial for students of lower
ability (based on previous grades). The sec-
ond evaluation was conducted more recently
by delMas, Garfield, and Chance (1999),
who evaluated the benefits of a computer
simulation where students drew multiple
samples from any of a variety of population
distributions in order to observe the long-

run behavior of the mean and standard de-
viation of the sampling distribution. Their
evaluation of the simulation suggests that it
provided an effective supplement to book
and lecture-based methods of instruction:
the percentage of students who answered
correctly, or at least used good reasoning in
selecting an answer, increased from 16 per-
cent before the exercise to 72 percent after
the exercise.

While these results suggest that simula-
tions can be beneficial to statistics students,
more research is clearly needed to explore
the breadth and limits of their utility in the
classroom. In particular, we need to investi-
gate whether simulations using sofiware
already employed in many classrooms and
computer labs (e.g., SPSS and Excel) can
be adapted to provide the same benefits as
the special-purpose simulation software that
has already been evaluated. Below, I dis-
cuss the general benefits that simulations
offer, highlight three main types of com-
puter simulations that have been employed
in the past, then describe and evaluate a
series of three new SPSS-based computer
simulations designed to improve student
understanding of some of the most difficult
material in the introductory undergraduate
statistics course.

BENEFITS OF SIMULATIONS

Computer simulations provide several bene-
fits to students learning statistics. One im-
portant benefit is that computers enable il-
lustrations of concepts that would be diffi-
cult or impossible to demonstrate with
handouts or chalkboard diagrams. For ex-
ample, Moore (1999:302) uses the chart
reproduced in Figure 1 to illustrate the idea
behind a 90 percent confidence interval.
The curve at the top represents the distribu-
tion of a continuous variable, X, at the
population level. The vertical line down the
center of the graph marks the population
mean, y. Each horizontal line represents the
results from one round of a simulation: a
sample was drawn, and a 90 percent confi-
dence interval was computed using the for-
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The leftmost point of each line represents
the lower bound of the confidence interval
and the rightmost point is the upper bound.
Students who can read the description and
iragine the process that created the diagram
find this figure to be a useful way to under-
stand confidence intervals. They can see
that a 90 percent confidence interval returns
the results one would expect from its defini-
tion: nine out of ten, or 90 percent, of the
horizontal lines cross the line representing
the population mean. Other students who
come to statistics with less mathematical
experience or who are not visual learners
may find it difficult to interpret what the
different components of the graphic repre-
sent. For many students, such displays are
more likely to obscure than to illustrate the
concept being taught (Trumbo 1994).

Rather than confronting students with a
two-dimensional representation of a simula-
tion, a supplementary approach involves
students in the process which created the
diagram. Such a process might begin with

Figure 1. Graphical Display of 90 Percent
Confidence Intervals

B
Adapted from Moore 1999

students using the computer to draw ten
random samples from a large dataset
(simulating the population) where the mean
is already known, then computing a 90 per-
cent confidence interval for each sample.
After computing their confidence intervals,
students would be able to create their own
graph emulating the one in Figure 1 and see
how many of their confidence intervals ac-
tually captured the population mean. Similar
activities requiring students to draw re-
peated random samples from a population
would be virtually impossible to conduct in
any timely fashion without computer assis-
tance (Trumbo 1994).

Computer simulations can also be an im-
portant part of programs to transform stu-
dents from passive receivers of communi-
cated knowledge into active participants in
gaining statistical prowess (Cobb 1993;
Keeler and Steinhorst 2002; Mills 2002;
Schacht and Stewart 1992). In a course
where many students feel as if the concepts
are described in a foreign language
(Mathieson, Doane, and Tracy 1995), simu-
lations can help students feel comfortable by
allowing them to interact directly with sta-
tistical principles. They can see, for exam-
ple, how changing the a value in a signifi-
cance-testing simulation changes the rate at
which the wrong decision is made to reject
the null when it is actually true. As a result,
selecting an o value does not seem like puli-
ing a number out of the air but rather repre-
sents the setting of a tolerance for risk.

THREE TYPES OF SIMULATIONS

Previous uses of computer-based statistical
simulations fall into three categories: 1)
stand-alone simulation software, 2) simula-
tions utilizing existing personal computer or
mainframe software applications such as
Stata or Minitab, and 3) World Wide Web
(WWW)-based simulations. Below, [ de-
scribe each type of simulation and some
representative examples. Readers interested
in a comprehensive guide to statistical simu-
lations should consult Mills (2002).
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Standalone Simulation Software

Standalone simulation applications range
from the commercially available and com-
prehensive  Resampling Stats package
(Simon and Bruce 2002) to smaller instruc-
tor-created, special-purpose routines such as
Dimitrova, Maisel and Persell’s (1993)
ISEE program or Halley’s (1991) GEN-
STAT program. While the content of each
application differs, each allows students to
experiment with data to see statistical prin-
ciples illustrated dynamically. Many simula-
tions in this group use resampling tech-
niques, allowing students to draw repeated
samples from a large dataset. Because stu-
dents can query the entire dataset to learn
the true “population” parameters, they are
able to compare their results from each
sample to the “population” to make conclu-
sions about the accuracy of sampling or
techniques of statistical inference.

The key strength of standalone simulation
applications, particularly commercial pack-
ages, is that they require less work on the
part of the instructor than programming an
original simulation. Since the simulations
are prepackaged, instructors need only en-
sure that the software is compatible with
existing computer resources and provide
guidance to students as they work through
the simulation. However, commercial simu-
lation packages can be costly to install and
maintain on campus networks. Smaller-
scale standalone applications that instructors
write and share with others are less expen-
sive but also less versatile—for example,
GENSTAT and ISEE only run on a PC-
compatible platform and not on Macintosh
machines. They may also become difficult
to maintain as computer technology ad-
vances (many older DOS and Windows ap-
plications are useless under the most recent
version of Windows). Both kinds of stand-
alone applications also share an interface
liability. In courses where students are ex-
posed to some type of data analysis software
such as SPSS or Stata, adding a second (or
third) software interface to the mix has the
potential to further alienate students with
weak computer skills. Investing class time

in teaching students how to use simulation
software is also unlikely to produce the
same marketable skills in students as pro-
viding instruction using common commer-
cial software packages.

Simulations Within Existing Software

A second group of simulations harnesses
existing software tools to teach statistical
concepts. Because the design of both Mini-
tab and Stata makes it easy to implement
Monte Carlo procedures, several simulation
routines have been created for these envi-
ronments. To illustrate the idea of confi-
dence intervals, Kennedy, Olinsky, and
Schumaker (1990) designed a simulation to
be executed in Minitab. Students begin by
drawing a sample from a dataset (the
“population”) provided by the instructor.
By aggregating results with classmates, stu-
dents can measure what proportion of the
time their intervals actually capture the true
population mean. Working in Stata, Ferrall
(1995) created a set of programs that illus-
trate the Central Limit Theorem and the
impact of non-normality of the error term
on sample regression coefficients. Simula-
tions that run within existing statistical soft-
ware are advantageous because they reduce
the cost of using separate software for in-
struction in data analysis and for teaching
statistical principles. Unfortunately, unless
students are required to own a computer and
to purchase Minitab or Stata as part of
course requirements, their experience with
the software will likely not extend beyond
the computer lab. Furthermore, instructors
who favor software for which few, if any,
simulations have been created (e.g. SPSS)
face a difficult choice: add a second pro-
gram for students to learn, or redesign the
curriculum around new software.

World Wide Web (WWW)-Based Simula-
tions

The third and newest type of simulation is
not installed on personal or mainframe com-
puters but is delivered over the Web. The
advent of the Internet and the Java program-
ming language made it possible to craft
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small software applications, or applets, that
download over the Internet and run within a
Web browser. As a result, the software is
platform-independent, enabling the same
simulation to run as easily on a PC as on a
Macintosh or a Unix workstation. One of
the most comprehensive collections is
Lane’s (2000) Virtual Lab in Statistics
which contains a collection of 21 Java ap-
plets illustrating statistical concepts ranging
from the mundane (mean and median) to the
advanced (two-way ANOVA). The simula-
tion on sampling distributions, for example,
allows students to execute a resampling ex-
periment based on a student-chosen popula-
tion distribution, sample size, and number
of repetitions. As the experiment pro-
gresses, students can watch the sampling
distribution being built sample by sample,
enabling them to see that a sampling distri-
bution for the sample mean is the aggrega-
tion of all possible sample means of a given
size. They can also see that the sampling
distribution is approximately normal for
large sample sizes regardless of the shape of
the population distribution. Marden (2000)
has also developed a comprehensive set of
instructional simulations. One applet allows
students to practice assessing the magnitude
of a relationship by examining scatterplots.
Students are presented with a group of four
unlabeled scatterplots and then are asked to
match each plot to the correct correlation
coefficient chosen from a list of four possi-
bilities. After matching all four plots to cor-
relation coefficients, students receive imme-
diate feedback on the accuracy of their an-
swers. A feature permitting a user to keep
track of his or her running score and com-
pete against classmates is particularly popu-
lar with students.

Simulation applets cover nearly every
topic discussed in an introductory under-
graduate statistics course. Because they are
easily accessible to students from any Inter-
net-connected computer, they also allow
students to study and review concepts out-
side of the computer lab. Their notable dis-
advantage is that in most cases, these simu-
lations tend to involve the student mostly as

a spectator. Students click a button on the
screen and the animated simulation takes
place before their eyes. In the best WWW-
based simulations, the graphics do a good
job of communicating the process being
simulated. For example, Lane’s (2000)
sampling distribution simulation uses small
bars dropping onto a histogram to represent
individual observations within a sample.
Just below this histogram, a bar represent-
ing the mean of that sample drops onto an-
other histogram representing the sampling
distribution. However, in other simulations,
graphics are either absent or serve as poor
translators of the process behind the simula-
tion. As a result, WWW-based simulations
are most effective when chosen carefully
and accompanied by teaching techniques
that induce students to think more deeply
about the demonstrations they witness.

THREE NEW
RESAMPLING SIMULATIONS

I created simulations to elucidate three con-
cepts (sampling distributions, confidence
intervals and significance tests) that are par-
ticularly problematic for undergraduate stu-
dents. Despite the array of simulations
available, I chose to design new ones be-
cause 1 was not able to find any written for
the software I used in my courses (SPSS
and Excel). Some critics argue that bypass-
ing Web-based simulations that illustrate the
same concepts and require no special soft-
ware in favor of SPSS and Microsoft Excel
adds an additional and unnecessary layer of
complexity to the instructional process.
However, using these common software
tools provides benefits unavailable through
purely Web-based simulations. First, the
additional exposure to these common com-
mercial software packages is more likely
than special-purpose simulation software to
confer to students a marketable skill advan-
tage. Furthermore, asking students to use
and move data between SPSS and Microsoft
Excel to complete the simulation highlights
the process of drawing repeated random
samples in a way that a completely animated

Reproduced with permission of the'copyright owner. Further reproduction prohibited without permission.



RESAMPLING SIMULATIONS IN SPSS AND EXCEL

281

demonstration on a WWW-based simulation
cannot.

The simulations use resampling tech-
niques—the process of taking repeated ran-
dom samples from a fixed and known popu-
lation—because of the way that resampling
demystifies statistical inference (Good 2001;
Simon 1997). In real-world applications of
inference, parameters such as the population
mean or the population regression coeffi-
cient are unknown, so the analyst never
knows exactly how accurate sample esti-
mates are. In resampling, however, re-
peated random samples are drawn from a
hypothetical “population” where the pa-
rameters (mean, proportion, or even a re-
gression coefficient) are known. In the
simulations described below, each
“population” consists of data I either gener-
ate or adapt from a secondary dataset such
as the General Social Survey. Because in
this unrealistic but instructionally useful
case the truth is known about the population
parameters, students immediately see how
good (or bad) their estimates from each new
sample are. Experience with estimating
known population parameters also helps
clarify the distinctions between population
and sample and between parameter and esti-
mate.

These simulations are designed to be used
in a computer lab with SPSS and Microsoft
Excel and are tailored to complement the
text (Moore 1999) I use in my course, but
could easily be adapted for use in any intro-
ductory statistics course and with any statis-
tical software package that allows random
selection of observations in the active data
set. I chose SPSS simply because of its
widespread availability on campus and be-
cause its random sampling capability is eas-
ily accessible from the menus, meaning
students do not have to learn programming
syntax (although teaching some syntax or
providing pre-written programs can speed
the process significantly). Each of the three
simulations described below involves the
same basic procedure adapted to different
concepts. Students begin by taking a series
of simple random samples from a dataset

which serves as a “population.” They then
complete a hands-on computer activity, par-
ticipate in a group discussion led by the lab
instructor, and answer follow-up questions
for course credit. The questions are de-
signed to cause students to think more
deeply about the key objectives of the exer-
cise by asking them to compare their own
results to the predictions of statistical the-
ory. Datasets, student handouts, and spread-
sheets are available from the author.

Sampling Distribution for the
Mean

We begin the section of the course that
deals with statistical inference with a discus-
sion of the difference between the popula-
tion and a sample. Students seem to have
little difficulty with this distinction. How-
ever, many students stumble when they en-
counter the sampling distribution concept. It
is not difficult to imagine drawing one sam-
ple and computing one sample mean, but
the idea of taking every possible sample of
a given sample size seems much harder to
grasp for students without much mathemati-
cal experience (Schwarz and Sutherland
1997). 1 have three objectives in the lesson
on sampling distributions. First, I want stu-
dents to understand that a sampling distribu-
tion represents the collection of all possible
sample estimates for a given sample size.
Second, I want students to know what it
means if a statistic is an unbiased estimator
of a population parameter. Third, I want
students to understand the relationship be-
tween efficiency and sample size. The fol-
lowing exercise was designed to communi-
cate these three ideas to students.

Students begin the exercise by opening an
SPSS data file containing data from our
“population” of about 6,000 cases repre-
senting the family income for each of the
6,000 freshmen coming to the local state
university next fall. 1 explain to students
that we will treat these data as the popula-
tion and take many samples from the popu-
lation to investigate the performance of our
sample estimate (X) of the population mean
(w). Students first identify the population

Sample
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mean by applying SPSS’s descriptive statis-
tics procedure to the entire dataset. After
identifying the population parameter they
will be estimating, students proceed to draw
10 samples at each of three sample sizes. I
have students select 10 samples where
N=60, 10 where N=600, and 10 more
where N=3,000 (the precise sample sizes
are unimportant, as long as there are sub-
stantial increases from one stage to the
next). I tell students we will investigate how
the accuracy of our estimates changes as
sample size increases. After they complete
the resampling procedure, I ask students to
enter their 30 sample means into SPSS and
compute the mean and standard deviation of
their ten sample means for each of the three
sample sizes.

To illustrate the three key ideas I am try-
ing to communicate in class, I collect each
student’s 30 sample means (about 1,000
total in my classes of 36 students) via email
and tell them I am going to aggregate their
data in a new SPSS file.' I close the simula-
tion by leading students through an analysis
of the dataset containing the more than 300
sample means for each of the three sample
sizes:

e First, I ask students to use SPSS to
create a histogram of the sample means
for each sample size. I then define a
sampling distribution by explaining that
the distribution of our sample means is
a rough approximation of the sampling
distribution for X at any given sample
size.

e Second, I illustrate the idea of an unbi-
ased estimator by showing that the
overall mean of the 300 individual sam-
ple means that students obtained for

each sample size is very close to the

In order to keep students focused on the con-
cepts at hand, I typically use a collection of
means generated by students from a previous
semester rather than taking the time to compile
students’ sample means during the class period.
Students’ responses in class suggest that they do
not feel misled by this substitution.

population mean, p, and that the stan-
dard deviation is very close to
(o)

N

e Third, I demonstrate how increases in
sample size improve statistical effi-
ciency by showing that as sample size
increases, the standard deviation of our
sampling distribution decreases.

As a response to this experiment, I ask stu-
dents to explain in short answer format
what a sampling distribution is, what
“unbiased” means and how efficiency is
related to sample size.

After discussing and experimenting with
sampling distributions, the course proceeds
to common techniques of inference that stu-
dents are likely to encounter in data analy-
sis. In this portion of the course, the great-
est struggle is pushing students beyond rote
application of a series of steps to an in-
depth understanding of what their computa-
tions really mean. I designed two simula-
tions to deepen students’ understanding of
confidence intervals and significance tests.
Because these two simulations essentially
apply the same resampling framework to
new concepts, they are described in less
detail.

Statistical Confidence

One common explanation for a C% confi-
dence interval is that there is a (C/100)
probability that the interval will contain the
population parameter (Frankfort-Nachmias
1997:522). Faced with only one sample and
only one confidence interval, however, stu-
dents often have difficulty comprehending
what this explanation really means. The
following exercise allows students to com-
pute confidence intervals on multiple sam-
ples and investigate how often their inter-
vals actually do contain the population pa-
rameter. My instructional objective getting
students to understand that the level of con-
fidence (e.g., 95% or 0.95) in a confidence
interval represents the likelihood that their
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confidence interval captures or contains the
parameter of interest.

Students begin with a SPSS data file con-
sisting of a single continuous variable with
approximately 1,000 observations. I ask
them to use SPSS to compute the mean for
our hypothetical population (again, the
“population” here is just all the cases in the
active data set). Next, using SPSS’s random
sampling feature, they take 20 samples at a
moderate sample size (e.g., N = 100) and
compute the sample mean for each. Then, |
ask students to open a Microsoft Excel
spreadsheet that I provide to them. Before
the class meeting, I set up the spreadsheet
to automate the computation of their 20
confidence intervals. After students enter
the population mean and their 20 sample
means, the spreadsheet computes the
bounds of each confidence interval, assesses
whether each interval contains the popula-
tion mean, and calculates the proportion of
times the confidence interval is “right”
(contains the population parameter). [ ask
students to verify the confidence interval
and decision by hand for at least one sample
mean. After students are sure that the
spreadsheet is making the right decision,
students can vary the level of confidence,
C, to see how the rate of capturing the
population mean changes as C changes. As
a response to the exercise, I ask students to
explain in a brief paragraph the relationship
between the confidence level, C, and the
likelihood that their confidence intervals
will contain the population mean.

Alpha Levels in Significance Tests

Most students are able to follow the basic
procedures for testing hypotheses. How-
ever, even after discussing what Type I and
1 errors signify, students inevitably ask,
“But where do you get alpha (a)?” Even
after discussing this idea during at least two
class periods, it was apparent that students
did not fully grasp the underlying concepts,
so I designed an exercise that illustrates
how changing o, the significance threshold,
affects the risk of making the wrong deci-
sion—to reject the null hypothesis when it is

actually true. As in the previous simula-
tions, students begin with a hypothetical
population. In this case, I present students
with a data set containing a single continu-
ous variable with about 1,000 cases. Stu-
dents establish the mean of the hypothetical
population by using SPSS’s descriptive sta-
tistics function and take 30 samples at a
moderate sample size, recording the mean
and standard deviation of each sample.
They then enter their sample means and
sample size in a Microsoft Excel spread-
sheet. The spreadsheet computes a test sta-
tistic for the null hypothesis Ho: p = £,
where k is the mean from our hypothetical
population for each sample and also auto-
mates the decision about the null hypothe-
sis, telling students whether or not the null
hypothesis was rejected. After students ver-
ify the accuracy of the spreadsheet’s work
by hand, they compute the frequency with
which the null hypothesis (known to be true
in this case) was rejected in error. Students
can increase and decrease the o level on the
spreadsheet to see that the rate of rejecting a
true null hypothesis varies directly with a.
To close the exercise, I emphasize that one
way to think about o is as a measure of
acceptable risk—the risk you are willing to
take in rejecting the null hypothesis when it
is actually true. To wrap up, I ask students
to write a brief paragraph explaining how
our results illustrate what o represents in
significance testing.

EVALUATION OF
THE SIMULATIONS

In two recent sections of my undergraduate
statistics course, I undertook evaluations of
each of these simulations. In the first case, [
taught a small (12 students) 3-week summer
session course at a major Midwestern uni-
versity. Because of time constraints, 1 was
able to evaluate only the sampling distribu-
tion and significance testing simulations.
Recently, I taught a larger section (32 stu-
dents) of the course at a small liberal arts
college and evaluated all three simulations.
In both cases, the general approach to
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Table 1. Results from Evaluation of Sampling Distributions Exercise: Proportions of Correct and
Partially Correct Answers to Quiz Questions in Experimental (N=22) and Control (N=21) Groups

Partially Correct Answers

Correct Answers

Question Experimental Control Experimental Control
What is a sampling distribution? 0.18 0.14 0.27 ¥ 0.05
What does it mean when we say a sam-

pling distribution is unbiased? 0.41 0.24 0.50 * 0 0.05
What is meant by statistical efficency? 0.27 0.24 0.73 * 038

Note: * = one-tailed, two-sample difference of proportions test significant with p < 0.05.

evaluation was the same. 1 randomly as-
signed students either to an experimental or
a control group. When we reached the ap-
propriate point in the semester, 1 gave my
standard lecture on the topic at hand. The
following day, I took the experimental
group of students into the computer lab and
worked through the appropriate simulation.
No new material was introduced in the lab
sessions. The control group was given the
afternoon off. The next class period, I gave
a short quiz (closed book and notes) or
added a question to a pending course exami-
nation.* The assessments required short
written answers and were tailored to gauge
the degree to which students understood the
objectives of each simulation. The standards
for assessing correct answers were devel-
oped from the objectives that the simula-
tions were designed to achieve. I graded
students” answers without knowledge of
who was in the control and experimental
groups, assigning 0 points if the answer was
incorrect, 1 point if the answer was partially
correct, and 2 points if the answer was
complete and correct. After each assess-
ment, [ took the control group through the
same simulation that the experimental group
had experienced.

How did the experimental group fare
compared to their colleagues in the control
group? To evaluate the effectiveness of the
sampling distributions simulation, I used a
three-question, open-ended assessment.

*I did not count the grades from either type of
assessment used in the evaluation of the simula-
tions toward a student’s overall course grade.

Each of the questions was tailored to one of
the objectives I had emphasized both in lec-
ture and in the computer lab. I asked stu-
dents to 1) define a sampling distribution, 2)
explain what it means that a statistic is an
unbiased estimator of a population parame-
ter, and 3) explain the relationship between
efficiency and sample size. Correct answers
for the first question were those which ex-
plained that a sampling distribution is the
collection of all samples of a given sample
size. For the question on bias, I marked as
correct answers which indicated that to be
unbiased, a sampling distribution had to be
centered on a population parameter. For the
last question, students who answered cor-
rectly were able to explain the idea that as
sample size goes up, the spread of a sam-
pling distribution goes down.

In Table 1, I present the proportions of
students in the control and experimental
groups who received partially correct and
completely correct marks for each question.
To ascertain whether the differences ob-
served were statistically significant in the
expected direction, I used a one-tailed two-
sarple proportions test.> Comparing the
rate of partially and completely correct an-
swers between the two groups in the experi-

3The results of any statistical inference on a
sample this small should be interpreted with
caution. Because of small sub-sample sizes, the
assumptions for a two sample proportions test
(np > 5 and n(l-p) > 5) are occasionally not
met. Fortunately, the group differences which
are flagged by the test as statistically significant
are also large enough to be substantively mean-
ingful.
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Table 2. Results from Evaluation of Significance Test Exercise: Proportions of Correct and Par-
tially Correct Answers to Quiz Questions in Experimental (N=22) and Control (N=21) Groups

Partially Correct Answers

Correct Answers

Question

What does the o value mean 0.43

in a significance test?

Experimental Control Experimental  Control

0.29 0.43 % 0.29

Note: * = one-tailed, two-sample difference of proportions test significant with p < 0.05.

ment revealed some interesting differences.
For all three objectives, the proportion of
students who gave partially correct answers
in the experimental group was larger than
but not statistically distinguishable from the
proportion in the control group. In the case
of completely correct answers, statistically
significant differences between the control
and experimental groups were noted across
all three questions. Not only was the differ-
ence statistically significant, the difference
in scores of the experimental and control
groups was also substantively large. The
rate of correct answers was from two to ten
times as large in the experimental as in the
control group.

The second exercise was designed to im-
prove students’ understanding of o, the sig-
nificance threshold. Students were asked to
explain what the o value means in signifi-
cance testing. To be deemed correct, an
answer had to both mention and explain the
idea of “acceptable risk”—that o represents
the proportion of the time we are willing to
make an incorrect decision by rejecting the
null hypothesis when it is actually true. Al-
though the experimental group did indeed
provide both partially correct and com-
pletely correct answers at a substantially
higher rate than the control group, with the

relatively small sample sizes employed here
the difference was not statistically signifi-
cant.

For the exercise on statistical confidence,
I measured student comprehension with the
question, “What does ‘confidence’ mean in
the phrase ‘confidence interval’?” Correct
answers were those which recognized and
explained that “confidence” represents how
sure we are that our interval captures the
population parameter of interest. On this
question, the results were mixed. Surpris-
ingly, for partially correct answers, students
in the control group actually did better than
the experimental group. The difference was
not, however, statistically significant. Re-
garding completely correct answers, the
evidence strongly suggests that experimental
group members better understood the con-
cept than did control group members. Al-
most half of experimental group members
answered the question correctly, but no
control group member wrote a completely
correct answer.

DISCUSSION

Each of these three exercises was designed
to elucidate an important concept in statisti-
cal inference through the same basic struc-
ture of resampling—students take a series of

Table 3. Results from Evaluation of Confidence Intervals Exercise: Proportions of Correct and
Partially Correct Answers to Quiz Questions in Experimental (N=15) and Control (N=11) Groups

Partially Correct Answers Correct Answers
Question Experimental Control Experimental Control
What does “confidence” mean 0.47 0.73 0.47 ¥ 0

in the phrase “confidence interval”?

Note: * = one-tailed, two-sample difference of proportions test significant with p <0.05.
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samples from a hypothetical population in
order to investigate how a particular proce-
dure or statistic performs across many sam-
ples. Because each of the exercises involves
a comparison between sample estimates and
population parameters, these simulations
also serve to increase students’ exposure to
the concept of a sampling distribution,
which is both a fundamental feature of clas-
sical statistical inference as well as a signifi-
cant stumbling block for students encounter-
ing statistics for the first time.

The results of the evaluation generally
bear out the utility of these resampling exer-
cises in teaching the fundamentals of statis-
tical inference. Of the ten possible outcomes
(five questions, comparing both partially
and completely correct answers) where dif-
ferences in comprehension between the ex-
perimental and control groups were as-
sessed, the experimental group outper-
formed the control group in nine cases. The
differences in performance between the ex-
perimental and control groups were statisti-
cally significant in four of the nine cases.

In addition to the measurable improve-
ment in student understanding conferred by
these simulations, my classroom experience
suggests that they are useful in other ways
as well. Laboratory exercises such as these
can, for example, pique students’ interest in
statistics just as they encounter some of the
most difficult ‘material in the course. It has
been my experience that an interesting lab
exercise can re-energize students much
more effectively than the best lecture I can
deliver. These techniques are also useful
because of their flexibility. The simulations
discussed here are not tied to dedicated soft-
ware but can be executed in any statistical
software package that permits a user to
sample from an existing dataset. Variations
on these exercises could easily be created to
teach about other statistical principles or
tests, such as the Central Limit Theorem.

While I am enthusiastic about the im-
provements these exercises made in my
classroom, simulations still offer only sup-
plementary instructional strategies. The
evaluation I conducted, as well as the

evaluations conducted by Weir, McManus
and Kiely (1990) and delMas, Garfield and
Chance (1999), all presume the foundation
of an organized presentation in class and a
well-written textbook. Simulation methods
such as those described here are not a re-
placement for these methods of instruction,
but an effective alternative method of com-
munication with students who may be spa-
tial or kinesthetic rather than linguistic
learners. As the effort to ascertain the effec-
tiveness of computer simulations continues,
additional research is needed to more fully
explore the benefits of other types of simu-
lations as well as the range of topics or
types of students for which simulations are
likely to be particularly beneficial.
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